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SUMMARY

A framework for constructing circulant and block circulant preconditioners (C) for a symmetric linear
system Ax= b arising from signal and image processing applications is presented in this paper. The
proposed scheme does not make explicit use of matrix elements of A. It is ideal for applications in
which A only exists in the form of a matrix vector multiplication routine, and in which the process
of extracting matrix elements of A is costly. The proposed algorithm takes advantage of the fact that
for many linear systems arising from signal or image processing applications, eigenvectors of A can be
well represented by a small number of Fourier modes. Therefore, the construction of C can be carried
out in the frequency domain by carefully choosing the eigenvalues of C so that the condition number
of CTAC can be reduced signi�cantly. We illustrate how to construct the spectrum of C in a way that
allows the smallest eigenvalues of CTAC to overlap with those of A extremely well while making the
largest eigenvalues of CTAC several orders of magnitude smaller than those of A. Numerical examples
are provided to demonstrate the e�ectiveness of the preconditioner on accelerating the solution of linear
systems arising from image reconstruction applications. Copyright ? 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Circulant and block circulant preconditioners have been proposed as potential candidates for
accelerating iterative solutions of Toeplitz or block Toeplitz systems

Ax= b (1)
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These systems often arise from signal and image processing applications. The algorithm pro-
posed by Chan [1] constructs a circulant preconditioner C that minimizes ‖A − C‖F, where
‖ · ‖F denotes the Frobenius norm. The same technique can be extended to construct block
circulant matrices with circulant blocks (BCCB) for block Toeplitz matrices with Toeplitz
blocks (BTTB) [2]. Other possible constructions have been presented in References [3–7].
Almost all of these techniques rely heavily on the Toeplitz structure of A. Although it has
been shown that the technique of Chan [1] can be applied to matrices that are nearly Toeplitz
or non-Toeplitz [8], one must know all entries of A in order to construct C.
The spectral properties of circulant preconditioners have been analysed by Chan and others

[9–11] in the context of Toeplitz systems in which the matrix entries of A are assumed to
be Fourier coe�cients of a generating function of a certain class (e.g. the Wiener class).
Similar analysis for block circulant matrices used in Toeplitz-block least squares problems are
provided in References [12, 13]. Construction techniques based on polynomial approximation
of a generating function is given in Reference [14]. In many applications, such a generating
function does not exist or is unknown a priori.
In this paper, we propose a framework for constructing circulant and block circulant pre-

conditioners of A without making explicit use of the entries of A. This approach is extremely
useful for applications in which the matrix A is not explicitly available, but exists, for exam-
ple, in the form of a matrix–vector multiplication routine. One particular example is the matrix
operator associated with real space image reconstruction from a set of projections [15]. In this
case, A is dense but not Toeplitz or block Toeplitz. Each column (or row) of A corresponds to
a spatially variant point spread function (PSF). The operation y←Ax represents a combined
discrete projection and back-projection operation. Although the entries of A can be computed
from the transforms of point sources, it is generally too costly to store all entries of A in
memory. For example, to reconstruct a 64× 64× 64 3-D image, we would work with a matrix
A that is 218× 218, containing roughly 32 000 000 000 non-zero entries. (Since the matrix is
symmetric, we only counted the lower half of the matrix.) If each entry is represented by a
4-byte �oating point number, this would lead to a 128 gigabyte (GB) storage requirement.
Our approach is motivated by the observation that in these applications eigenvectors of A

can often be well represented by a small number of Fourier modes. To be speci�c, the mag-
nitude of the discrete Fourier transform (DFT) of each eigenvector often exhibits a localized
peak.
To give an example, let us take A to be a modi�ed version of the Phillips matrix collected

in Reference [16]. The dimension of the matrix is set to n=128. The original matrix is a
Toeplitz matrix obtained from a discretization of a Fredholm integral equation of the �rst
kind [17]. Our modi�cation reverses the sign of the negative eigenvalues while keeping the
eigenvectors unchanged. As a result, the modi�ed matrix is no longer Toeplitz. This simple
modi�cation makes A symmetric and positive de�nite (SPD) so that the conjugate gradient
(CG) algorithm may be applied later on to solve (1).
We assume that eigenvalues of A have been arranged in descending order �1¿�2¿ · · ·¿�n,

and zi is the eigenvector associated with �i. In Figure 1, we plot the eigenvectors associated
with �1, �64, �128 and the frequency content de�ned by the magnitude of the DFT of each
vector. The DFT of a vector x, often denoted in this paper by y=DFT{x}, can be expressed,
in matrix notation, by

y=FHx

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 1. Eigenvectors and their Fourier frequency content.

where

F =
1√
n




!00 !10 · · · !n−10

!01 !11
. . . !n−11

...
. . . . . .

...

!0n−1 !1n−1 · · · !n−1n−1




and !ki =e
−j(2�=n)ik

The superscript H is used here to denote conjugate transpose. We have adopted the engi-
neering convention of using the letter j to denote the imaginary constant

√−1 above. The
frequency content computed by DFT is normally displayed on [0; 2�]. However, due to the
symmetric pattern of each eigenvector in this example, the discrete Fourier coe�cients are
even symmetric with respect to !=� (the Nyquist limit). Thus we only plotted the portion
on [0; �].
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Clearly, z1 contains mainly the low frequency Fourier components, and z128 the high
frequency components. This type of correspondence between the large (small) eigenval-
ues of A and the low (high) Fourier frequencies is typical for discretized integral opera-
tors. The eigenvector z64 associated with the interior eigenvalue, �64, contains contributions
from a larger number of Fourier modes. But the localization of Fourier components is still
visible.
If the eigenvectors of A were indeed columns of F , then it is easy to show that A

is circulant and eigenvalues of A are determined by the �rst column of the matrix [18].
In this case, the ideal preconditioner C would be circulant as well. The �rst column of
C (which ultimately de�nes the entire matrix) can be obtained by taking the (inverse)
DFT of the ‘inverse’ frequency response [1=�1; 1=�2; : : : ; 1=�n]. Of course, when A is cir-
culant, one should not use iterative method to solve (1). A simple inversion algorithm
based on the fast Fourier transform (FFT) can be applied directly to render the solution
in O(n log n) �ops. Note that, in system theory, eigenvalues of a circulant matrix are some-
times known as the frequency response of the linear convolution operator de�ned by the
matrix.
The simple procedure described above cannot be used in general to construct a precondi-

tioner for a non-circulant matrix A for which the spectrum is not readily available. How-
ever, the close connection between the eigenvectors of A and the Fourier modes would
allow us to choose a C such that ‖CAx‖6‖Ax‖, for all x such that ‖x‖=1. In particu-
lar, if A is a discretized integral operator, and the eigenvalues of C associated with the
lowest frequency Fourier modes are chosen appropriately, it is possible to
achieve

�n6 max
x;‖x‖=1

‖CAx‖¡ max
x;‖x‖=1

‖Ax‖= �1

Meanwhile, by making the eigenvalues of C associated with the high frequency Fourier modes
close to 1, we can make the smallest eigenvalues of CA overlap with those of A. Consequently,
the condition number of the preconditioned system can be reduced.
To maintain symmetry of the coe�cient matrix in (1), we prefer to work with

CTACx̂=CTb

where x=Cx̂ is the solution to the original problem (1).
The general strategy we take here is to carefully construct the spectrum (frequency response)

of C so that eigenvalues of CTAC are clustered. As mentioned earlier, the matrix C is
completely de�ned once its spectrum is speci�ed. If A is real, it is desirable to keep C real as
well. In Section 2, we will show how a real circulant preconditioner can be constructed when
the amplitude of the desired frequency response is available. Most of the materials presented
there can be found in standard literature on digital �lter design [19, 20]. We include them here
merely for completion. In Section 3, we will illustrate how to devise a frequency response that
leads to an e�ective circulant preconditioner. The discussions presented in Sections 2 and 3
focus on one dimensional (1-D) problems. These techniques can be easily extended to 2 or
3-D problems as we will show in Section 4.
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2. CIRCULANT MATRIX AND FREQUENCY RESPONSE

A circulant matrix

C=




c0 cn−1 · · · c2 c1

c1 c0 cn−1 · · · c2

...
. . . . . . . . .

...

cn−2
. . . c1 c0 cn−1

cn−1 cn−2 · · · c1 c0




is completely speci�ed by its �rst column, c=[c0; c1; : : : ; cn−1]T. It is well known that

C=F�FH (2)

where F is the DFT matrix de�ned in Section 1, and � is a diagonal matrix with the diagonal
entries de�ned by the DFT of c, i.e.

diag(�)=DFT{c}=FHc

The matrix–vector multiplication y=Cx is essentially a circular convolution

yk =
n−1∑
i=0
ci−kxi; k=0; : : : ; n− 1

where ci−k = cmod(i−k; n) for i − k¡0. In system theory, the discrete-time Fourier transform
(DTFT) [19] of c is also known as the frequency response of the space-invariant linear
system characterized by the impulse response {c0; c1; : : : ; cn−1}. It follows from the spectral
decomposition (2) that y←Cx can be carried out by the following steps:
1. f←DFT{x};
2. f←� · f;
3. y← IDFT{f};

In step 1, the input vector x is decomposed as a linear combination of the Fourier basis
vectors, the Fourier coe�cients contained in f are then point-wise modi�ed by the frequency
response of the linear system before they are reassembled by the inverse DFT (IDFT) to
produce the output vector y.
Because DFT can often be implemented e�ciently by making use of the fast Fourier

transform (FFT), the computational complexity of y←Cx can be reduced to O(n log n) from
O(n2).
To make our discussion easier, we introduce the following elementary properties of DFT and

convolution. In particular, we point out the implication of symmetry in the impulse response
{ci}.

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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2.1. Linear phase and symmetric impulse response

Our construction of a circulant preconditioner begins with a speci�cation of the amplitude
of the desired frequency response a(!k) at !k =(2�=n)k, k=0; 1; : : : ; n− 1. After appropriate
phase components �(!k) are selected, the impulse response ci required to assemble C can be
obtained from the inverse DFT of f(!k)= a(!k)e�(!k ).
Since the matrix A in (1) is real, we would like C to be real as well. This suggests that

the phase components of the frequency response cannot be arbitrary. For example, setting
�(!k)=0 for all k will most likely result in an impulse response that contains a non-zero
imaginary part.
A simple way to specify the phase content of the frequency response is to resort to the

technique used in linear phase digital �lter design [20]. If we let m=(n − 1)=2, it follows
from the DTFT [19] of c=[c0; c1; : : : ; cn−1] that

f(!) =
n−1∑
‘=0
(e−j!)‘c‘ (3)

= e−j!m
n−1∑
‘=0
(ej!)m−‘c‘ (4)

Note that f(!) is periodic with period T =2�. Thus we only consider f(!) de�ned on one
period [−�; �] or [0; 2�], whichever is more convenient to work with.
It is easy to verify that

f(!)= a(!)e−j!m

where

a(!) = (c0 + cn−1) cos(m!) + j(c0 − cn−1) sin(m!)

+ (c1 + cn−2) cos((m− 1)!) + j(c1 − cn−2) sin((m− 1)!)

+ · · · (5)

If we impose symmetry on the impulse response by setting

c0 = cn−1; c1 = cn−2; : : :

a(!) becomes completely real. It forms the amplitude of the frequency response f(!) whose
phase �(!)=m! is linear in !. It is easy to see that a(!) is even symmetric, i.e. a(!)=
a(−!) for !∈ [−�; �], a property desired in our construction.
It follows from (5) that, if n is odd, the impulse response can be calculated from the

amplitude of the frequency response sampled on [0; �] by solving a linear system of equations
(if the number of sampling points equals the m+1) or a linear least squares problem (if the
number of sampling points is greater than m+1). Suppose the frequency response is sampled

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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uniformly at !k =(2�=n)k, k=0; 1; : : : ; m, then




a0

a1

...

am



=




2 cos(m!0) 2 cos((m− 1)!0) · · · 2 cos !0 1

2 cos(m!1) 2 cos((m− 1)!1) . . .
... 1

...
. . . . . . . . .

...

2 cos(m!m−2) · · · . . . 2 cos !m−2 1

2 cos(m!m−1) 2 cos((m− 1)!m−1) · · · 2 cos !m−1 1







c0

c1

...

cm




(6)

where ak = a(!k). A similar equation can be derived for an even n. It is easy to verify that
the inverse of the coe�cient matrix in (6) has the form

G=
1
n




1 2 cos(m!1) · · · 2 cos(m!m−1) 2 cos(m!m)

1 2 cos((m− 1)!1) . . .
... 2 cos((m− 1)!m)

...
. . . . . . . . .

...

1 · · · . . . 2 cos !m−1 2 cos !m

1 2 · · · 2 2




Thus, the impulse response can be computed by a matrix–vector multiplication. An alter-
native (and perhaps more e�cient) way of calculating the impulse response is to form the
frequency response f(!k) by multiplying the desired amplitude samples ak with the correct
phase components em!k , k=0; 1; : : : ; n−1. An inverse FFT of f(!k) will yield the desired
impulse response. A MATLAB script is provided in Figure 2 to demonstrate how this is
done. Note that the ifft(fq) command will return a complex vector with tiny imaginary
parts. In exact arithmetic, the imaginary part should be identically zero. Only the real part is
of interest.

2.2. Sparsity and frequency interpolation

The even symmetry of the frequency response suggests that roughly n=2 non-zero entries
are required to assemble the desired circulant preconditioner. If the amplitude of the desired
frequency is smooth and well behaved (in the sense of having uniformly bounded derivatives)
on [0; �], the number of non-zeros in the impulse response can be further reduced, making
the construction of circulant matrix even more e�cient.
Suppose an impulse response of length p

c̃=[c0; c1; : : : ; cp−1]

has been computed from the amplitude of p (p�n) uniformly sampled frequency response
on [0; �]. An extended impulse response formed by padding c̃ with n − p zeros at the end,

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 2. Calculating the impulse response by ifft.

i.e.

c=[c0; c1; : : : ; cp−1; 0; 0; : : : ; 0]

produces a frequency response whose amplitude agrees with that of c̃ at !k =(2�=p)k,
k=0; 1; : : : ; p − 1. Figure 3 demonstrates this well-known interpolation property (sinc in-
terpolation [19]). The circles mark the amplitude of the frequency response associated with a
length-21 impulse response c̃. The solid curve corresponds to the amplitude of the frequency
response computed from the length-128 impulse response formed by padding c̃ with 107 zeros
at the end. Note that the frequency responses are computed by the MATLAB fft command.
The amplitude curves are shifted (by making use of the MATLAB fftshift command) to
the interval [−�; �] before they are plotted.
The sparsity of C due to zero padding allows us to apply the preconditioner directly in

the spatial domain through sparse matrix–vector multiplication. When p�n, the complexity
of this approach is reduced to O(n) from the familiar O(n log(n)) count associated with the
FFT algorithm.

2.3. Connection with polynomial approximation

The construction technique presented in Section 2.1 essentially provides a means to solve a
trigonometric interpolation problem, i.e. to �nd �‘, ‘=0; 1; : : : ; m such that

a(!k)=
m∑
‘=0
�‘ cos((m− ‘)!k) (7)

at !k =(2�=n)k, k=0; 1; : : : ; m. If we let != cos−1 x, where x∈ [−1; 1] and ! is restricted
to [−�; �], it follows from the de�nition of Chebyshev polynomial of the �rst kind [21]
that the amplitude of the frequency response can be expressed as a sum of Chebyshev basis

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 3. The interpolated frequency response.

polynomials de�ned on [−1; 1], i.e.

a(x)=
m∑
‘=0
�‘Tm−‘(x)

where T‘(x)= cos(‘ cos−1(x)). The polynomial approximation to the desired frequency re-
sponse is solved by interpolating at a set of Chebyshev points xk = cos(2�=n)k, k=0; 1; : : : ; m.
The length of the impulse response n=2m+1 is proportional to the degree of the polynomial.
When the amplitude of the desired frequency response is smooth and well behaved (in the
sense of having uniformly bounded derivatives), a low-degree interpolating polynomial is of-
ten adequate to provide an accurate approximation. Otherwise, other approximation techniques
such as weighted least squares and minmax approximation [21] may be used to provide a
satisfactory impulse response. The degree of the polynomial may also be increased leading to
a denser circulant preconditioner.

3. SQUEEZING THE SPECTRUM BY AN EXPONENTIAL FREQUENCY RESPONSE

In the previous section, we laid out a numerical procedure for constructing a circulant pre-
conditioner when the amplitude of a desired frequency response is provided. In this section,
we discuss how to come up with an appropriate frequency response to achieve the goal of
reducing the condition number of A.

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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If we consider the spectrum of A as a sequence of real numbers (arranged in descending
order) obtained from a continuous function �(!) uniformly sampled on the interval [0; �],
then a desirable property of the frequency response f(!) associated with C is

f(!k)=
1√
�k

for k=1; 2; : : : ; n. This property will potentially allow us to make the spectrum of CTAC
clustered around 1. However, since the spectrum of A is usually unknown, such a frequency
response is not easy to construct. Nevertheless, it is possible to construct a monotonically
increasing f(!) such that �n=�1¡f2(!k)¡1 for k�n and f2(!k)≈ 1, for k ≈ n. As a re-
sult, the function g(!)=f2(!)�(!), which can be viewed approximately as the ‘frequency
response’ of the preconditioned matrix CTAC, may satisfy the property that

g(0)
g(�)

¡�(A)=
�1
�n

The ratio �=f(�)=f(0) will be referred to as the reduction factor (of the condition number)
in the following. Clearly, we would like to construct f(!) with a large reduction factor �.
But � should also be controlled not to exceed

√
�(A).

There are many ways to construct an f(!) that satis�es the above requirements. One
possible construction is to let

f(!)= e−�(!−�)k (8)

This exponential response has a number of interesting properties. It is easy to verify that

f(�)=1 and f(i)(�)=0 i=1; 2; : : : ; k − 1
where f(i) denotes the ith derivative of f(!). For an even integer k and positive �, f(!)
increases monotonically on [0; �]. The larger the value of k, the �atter f(!) is at !=�. The
parameter � can be completely determined once k and the reduction factor � are speci�ed,
i.e. we can �nd � by solving

1
�
=e−��

k

A simple algebraic manipulation yields

�=
ln �
�k

(9)

Let us now illustrate the e�ect of such a construction using the modi�ed Phillips matrix
given in Section 1 as an example. The condition number of A is �(A)≈ 7× 106. The spectrum
of A is plotted in Figure 4. Using k=2, �=100, we obtain �=0:482 from (9).
Once the desired frequency response is speci�ed, we can use the interpolation techniques

introduced in Section 2.1 to construct an impulse response that de�nes our circulant precon-
ditioner Ce.
In Figure 5, we plot f(!)= e−0:482(!−�)2 (the solid curve) and the amplitude of the fre-

quency response (marked by circles) de�ned by the a length-21 impulse response computed by
the procedure shown in Figure 2. Because the f(!) is smooth and well behaved (|f′(!) |¡2

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 4. The spectrum of A and the preconditioned matrices.

for !∈ [0; �]), the di�erence between the amplitude of the frequency response associated with
[c0; c1; : : : ; 7c21] and f(!) is negligible.
The spectrum of CTe ACe (marked by plus signs) is compared with that of A (marked by

circles) in Figure 4. Eigenvalues are sorted in descending order. In the same �gure, we also
plotted the spectrum of C−1

t A, where Ct is the circulant preconditioner constructed using
Chan’s technique [1]. Notice that the smallest eigenvalues of CTe ACe overlap extremely well
with those of A. The largest eigenvalues of CTe ACe are much smaller than those of A. That
is, through preconditioning, eigenvalues of the preconditioned system has been squeezed into
a much smaller interval. Consequently, the condition number of CTe ACe is nearly four orders
of magnitude smaller than that of A. This is consistent with the reduction factor �=100 we
speci�ed for the construction. Chan’s preconditioner reduced the condition number by nearly
two orders magnitude also. The spectrum of the preconditioned matrix is less predictable,
with most of the eigenvalues lie in [10−3; 1] and one outlier near 102.
In Figure 6, we examine the spectrum of CTe ACe, where Ce is constructed by setting the

reduction factor �=103 in (9). It is interesting to see that most of the eigenvalues of CTe ACe
have been squeezed into the interval [10−4; 10−6] with one outlier near 10−2.
The e�ect of the preconditioner in a preconditioned CG (PCG) iteration is shown in

Figure 7. The right-hand side b used in this example is obtained from b=Axe, where A is
our modi�ed (SPD) Phillips matrix and xe is an exact solution provided in Reference [16].

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 5. Exact and approximate frequency response.

Figure 6. Spectrum of A and the preconditioned matrices, with a di�erent � for constructing CTe ACe.

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 7. Convergence history of PCG.

We measure the convergence by examining the relative error de�ned by

err =
‖x − xe‖
‖xe‖ (10)

We note that the convergence of PCG depends on both the spectral property of A and the
right-hand side b. (A zero starting vector is used throughout this paper.) The convergence
tolerance of PCG is set to tol=10−7, i.e. PCG is terminated when err610−7.
The dotted curve in Figure 7 illustrates the convergence history of CG without using a

preconditioner. The reduction in relative error starts to stagnate when the iteration number
reaches 40. The Chan preconditioner (marked by the dash–dotted curve) appears to be superior
in the �rst 10 iterations. However, nearly 100 iterations are required before the relative error
of the solution falls below the required tolerance. Similar behaviour is observed for the matrix-
free circulant preconditioner C�1e constructed by setting the reduction factor �1 to 100. The
preconditioner C�2e associated with a reduction factor of �2 = 1000 appears to be much more
e�ective after the initial 40 iterations.

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 8. The amplitude of a desired 2-D frequency response.

4. BLOCK CIRCULANT PRECONDITIONERS

The construction techniques introduced above can be easily extended to block matrices for
which eigenvectors can be well represented by a small number of multi-dimensional Fourier
vectors. (The 2-D Fourier vectors form the columns of the matrix F⊗F , where ⊗ denotes the
Kronecker product.) Examples of these matrices are BTTB matrices (Block Toeplitz matrices
with Toeplitz Blocks) and discrete image blurring operator associated with spatially variant
point spread functions.
What is required for the construction of a BCCB matrix (block circulant matrix with circu-

lant blocks) is the speci�cation of a 2-D frequency response. This can be obtained by simply
rotating the amplitude of a 1-D frequency response de�ned in (8) around 0 in the 2-D fre-
quency domain. An example of such a frequency response is shown in Figure 8 where the
frequency domain is restricted to [−�; �]× [−�; �]. Notice that the frequency surface takes the
value 1 in the high frequency region (four corners and boundary). The �atness of the surface
can be controlled by the value of k in (8). Making the high frequency response surface �at
has the e�ect of keeping the smallest eigenvalue of CTe ACe in roughly the same location as
those of A. The magnitude of the frequency response at (0; 0) is determined by the reduction
factor � as described in Section 3 for the 1-D case. By using a large �, we hope to push the
largest eigenvalues of CTe ACe toward the smallest eigenvalues, thereby reducing the condition
number of the linear system.

Copyright ? 2004 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2004; 11:773–793
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Figure 9. Calculating the 2-D impulse response by ifft2.

The procedure for calculating the 2-D impulse response from a desired frequency response
is illustrated in Figure 9. Just as in the 1-D case, the value of p can be chosen to be
much smaller than the block size of A. The computed 2-D impulse response can be padded
with zeros to yield a sparse BCCB preconditioner. The interpolation property described in
Section 2.3 also holds here.
The e�ect of block circulant on the spectrum of A can be seen in Figure 10. The matrix

A used here is the blur matrix collected in Reference [16]. The matrix corresponds to a
discretized blurring operator associated with a spatially invariant Gaussian point-spread func-
tion (PSF). It is thus block Toeplitz with Toeplitz blocks (BTTB). We used block size 16,
which yields a BTTB matrix of dimension 256× 256. The parameters used for construct-
ing the matrix are nband=7 and �=1:0. The condition number of A is �(A)≈ 4× 103. We
used �=10 and k=2 to construct a block circulant matrix Ce with an exponential frequency
response. It is clear from Figure 10 that the smallest eigenvalues of CTe ACe (marked with
‘+’) overlap with the smallest eigenvalues of A extremely well, as expected. However, the
reduction of the largest eigenvalues is not as dramatic as in our earlier example. Only one
order of magnitude reduction is achieved by Ce. Since this matrix is BTTB, we can use
Chan and Olkin’s technique [2] to construct a BCCB matrix, Ct , that minimizes ‖Ct − A‖F.
The Chan and Olkin’s construction appears to be very e�ective in this case. Most of the
eigenvalues of C−1

t A lie within [0:3; 3]. Many of them cluster near 1.0. One outlier is found
near 10.
Figure 11 shows the performance improvement of the CG iteration after block circulant

preconditioners are used. We plotted the relative error norm de�ned by (10) against the iter-
ation number. Without using any preconditioner, the relative error of the solution is reduced
by less than three orders of magnitude in 100 CG iterations. Using the block circulant con-
ditioner Ce constructed by our matrix-free technique, we attained more than �ve orders of
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Figure 10. The spectrum of A and the preconditioned matrix.

magnitude reduction in relative error. However, in this example, our matrix-free construction
is outperformed by Olkin and Chan’s BCCB preconditioner, which yields an error reduction
of nearly six orders of magnitude in less than 30 iterations. This example indicates that when
A is BTTB, our BCCB preconditioner, which is not optimal in terms of ‖CTe Ce − A‖F, may
not work as well as the Olkin and Chan’s construction. However, our construction has the
advantage of not making explicit use of the matrix elements of A, a feature that becomes
important for the next example.
The matrix A used in our �nal example arises from the problem of reconstructing a 2-D

image x de�ned on a 17× 17 sampling grid from a number of 1-D projections represented by
a set of vectors {bi}. For the purpose of this paper, let us assume the projections are noise
free. The projection associated with a particular projection angle 	i can be described, in a
continuous formulation, by

gi(s)=P	i x(u; v)=
∫ ∞

−∞

∫ ∞

−∞
x(u; v)
(s− u cos 	i − v sin 	i) du dv (11)

where 
(·) is the standard Dirac delta function. The projection operation can be discretized
to yield

bi=P	ix
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Figure 11. The convergence history of CG.

where bi and x are vector representations of the uniformly sampled g(s) and x(u; v), re-
spectively, and the non-zero structure of P	i depends on the interpolation scheme used to
approximate (11).
If we let

P=[PT	1 P
T
	2 · · ·PT	m]T and b=[bT1 b

T
2 · · · bTm]T

the image reconstruction problem can be formulated as

min
x
‖Px − b‖

where ‖ · ‖ denotes the standard Euclidean norm. The solution of this minimization problem
clearly satis�es the normal equation

PTPx=PTb

The transpose of P is often known as the back projection operator, and the direct back
projection b̂←PTb typically produces a blurry image. The matrix A=PTP plays the role of
a spatially variant PSF. As mentioned in Section 1, for large size images, it is very costly
to compute and store A=PTP explicitly. This is not necessary when an iterative solver is
applied to (4). However, in order to compare the performance of our matrix-free construction
of a block circulant preconditioner Ce with that of Ct formed by Olkin and Chan’s technique,
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Figure 12. The spectrum of A, CTe ACe and C−1
t A.

we built A explicitly by apply P and PT to point sources de�ned on the sampling grid. Note
that A does not have a BTTB structure. However, it is well known that eigenvectors of A
can be well represented by a small number of harmonics [22, 23]. We will refer readers to
References [15, 24] for additional properties of the projection and back projection operator.
The 1-D projections are generated from 100 evenly distributed angles between [0; 360◦]. The
condition number of A is roughly 106. We used �=10 and k=2 and a 13× 13 (polynomial
of degree 6) impulse response to construct Ce. The spectrum of A, CTe ACe and C

−1
t A are

displayed in Figure 12. Notice that the smallest eigenvalues of A and CTe ACe again show
signi�cant overlap. The largest eigenvalues of CTe ACe are roughly two orders of magnitude
smaller than those of A. This leads to a two orders of magnitude reduction of the condition
number. The condition number of C−1

t A remains 106. This is partly due to a few eigenvalue
outliers at both ends of the spectrum.
In Figure 13, we compare the convergence history of PCG associated with di�erent block

circulant preconditioners are used. If we use X (i; j) to denote the intensity of the image at pixel
(i; j), i; j=1; 2; : : : ; 17, then the image used in this experiment is set up such
that

X (i; j)=



1

√
(i − 8)2 + ( j − 8)2¡8

0 otherwise
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Figure 13. The convergence history of PCG on the image reconstruction problem.

The exact solution xe is constructed by stacking columns of X on top of one another. The
right-hand side b is created by multiplying A with xe. The CG convergence tolerance is set
to tol=5× 10−3. We plotted the relative error de�ned in (10) against the iteration number of
PCG. It is easy to see that without using a preconditioner, nearly 100 iterations are required
to reach the desired accuracy. The matrix-free block circulant preconditioner Ce based on
the exponential response discussed above helped to reduce the number of iteration by 50%.
There appears to be little gain in performance when the block circulant preconditioner Ct
constructed by Chan and Olkin’s technique is used. This observation is not surprising. When
A is far from BTTB, Ct does not provide an optimal solution to min ‖Ct − A‖F in general.

5. CONCLUDING REMARKS

We have presented a matrix-free framework for constructing circulant and block circulant pre-
conditioners suitable for accelerating the convergence of iterative solution of linear systems
arising from the area of image reconstruction [15]. The main characteristic of these systems
is that the eigenvectors of the coe�cient matrix A can be well represented by a small number
of Fourier modes. The close connection between the eigenvectors and the Fourier modes indi-
cates that spectral properties of the linear system (1) can be altered in a systematic fashion by
multiplying (1) with a circulant or block circulant matrix C that has an appropriate frequency
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response (spectrum). We provided an example of how to devise such an frequency response.
The exponential frequency response we proposed has the e�ect of making the smallest eigen-
values of CTAC overlap with those of A extremely well. The largest eigenvalues of CTAC
can be made much smaller than those of A. As a result, the condition number of (1) can be
reduced signi�cantly, and eigenvalues of the preconditioned system can be squeezed into a
much smaller interval.
Our original goal was to develop preconditioners for systems in which the task of explicitly

forming A is too costly, a situation that occurs in image reconstruction applications [25].
However, the circulant and block circulant preconditioners developed here can also be used
for Toeplitz and BTTB systems. Our preliminary numerical results indicated the performance
of our preconditioner is comparable to, and sometimes is even better than that rendered by
the Chan and Olkin’s preconditioner [1, 2].
We would like to point out that the exponential response presented here is merely one

way to specify the frequency response of a circulant or block circulant preconditioner. Other
possibilities exist also. For example, if reliable estimation of the spectrum of A is available, one
may design a frequency response that interpolates the inverse of the approximate eigenvalues
of A.
When (1) is ill-posed, we must take special measures to prevent the unwanted eigenvectors

of A to be included in the solution vector because these vectors are often contaminated by
noise. If (1) arises from a discretized integral operator, the unwanted eigenvector are those
associated with the smallest eigenvalues of A [26]. A simple spectrum squeezing technique
may allow some of these components to converge rapidly, resulting in a solution completely
corrupted by noise. A potential remedy is to combine the circulant and block circulant pre-
conditioner proposed in this paper with a low-pass �lter to prevent the noisy components
from entering x. The low-pass �lter essentially plays the role of regularization. This subject
will be the focus of our future research.
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